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by 

Z. A. Loonlckl* 

Boulton Paul Aircraft Ltd, Wolwrhanpton, England 

and University of Washington 

1.    Introduction, 

In a number of applications it is necessary to know the properties of 

the product of random variables; this occurs in particular when the random 

variables involved have dimensions of a ratio like tolerance expressed in 

percentages of desired value«, fuel consmiptlon per mile, amplification 

ratios, etc.    The special situation discussed In this paper of the product 

of a number of independent identically distributed random variables arises 

for instance in the case when some devices designed to amplify a magnitude 

and having Identical characteristics are connected in series.    If Jrt- Is the 

random variable describing the amplification by the   tth device the total 

amplification   x» x,xl.. xK     i8 also a random variable and it ia important 

to know the distribution of this product.    Examples of engineering applications 

Involving products and quotients of random variables can be found,for Instance, 

in Donahue [h]. 

t   Research supported by U. S. Office of Naval Research 
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Zt vu tbovn by Sprlnftr «ad Thoapton (9l bov to obtain tb« probability 

donslty fuaetlon (p.d.f.) of products of iv Indapondrat, IdMitleally 

distrlbutod raadflB Tarlablat by tht ^plloatlon of the Ntllln transfora; 

tboy hava obtalnad •aong otlMW fonulat (in tht fox« of rtpidly eoorargent 

Infinit« Mrita) for tho p.d.f. of tha product of H- Indapandcnt noraal 

▼arlatai and iv Caueby rarlataa «ad traatad alto a apaelal caM of Beta 

▼arlatea [aee belov foraula (7)]. Their aethod la a generalization to «v 

faetora of a aethod preaented by Epateln [3] for n-«X . Pollovlng Epatein 

■any author■ «piled the Nallln tranafoxa to the study of distribution of 

producta and qfjotienta of randoa rariables; a detailed blbliograpby can be 

found In Springer and Thoaq^aon [9] and [8]; cf. also Kotlaraki [6] and 

Zolotarer [10]. 

The Nallln tranafom of a function /irJ where <><? is defined as 

Under certain regularity conditions [c.f. Courant-Hllbert [3} pp. 103-105] 

thla tranafom considered aa a function of ccaplex variable S   admits an 

inversion integral: 
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(2) 
OÖ 

c-t — 

where the path of integration ie a line parallel to the imaginary axis 

and to the right of the origin. 

An immediate consequence of the definition of the Mellin transform is 

the following multiplicative property:    If x  and y   are independent random 

variables with the p.d.f.'s    fc*-J   and   $(?;   respectively and if   ^i*J 

is the p.d.f.  of r»xy then 

(3) 
flfav/sj = nl/^j/sj M[,(yj/s] . 

Thus to find the p.d.f. of y**t*i-x\   where Xt-  are independent identically 

distributed random variables with p.d.f. fixj  it is sufficient to find the 

Mellin transform of f(x)   ,  to take its 1th power and to find the inverse 

with the aid of formula (2). 

The following property of the Mellin transform will be needed later 

in the discussion of the probability distribution function of the product: 

If fix)  is the p.d.f. of the randan variable x    which has finite 

second moment and if ^ 

J 
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then th* Itollln trantfon of   fix) I» equal to 

(U) 

,-'-f the Tanlahlng of the term f X fCxj    vhen < -t « following frat the 

existence of the second nonent. 

It has been shown by the author of this report [7] that the results 

obtained by Springer and Thonpson In [9l for normal random variables can 

be presented In a scnevhat slopler form and that a general formula for 

any number of factors can be given (still rather unwieldy in the case of 

large values of tv). It has been also shown that by a direct application 

of the Mellln transform similar infinite-series expansions can be derived 

for the corresponding probability distribution functions; this is useful 

since it is not always easy to obtain them by the straight-forward integration 

of the relevant infinite series representing probability densities. Finally» 

attention has been drawn to the fact implicit in the Sprlnger-Thoopson 

treatment that it is sufficient to evaluate the formulae for the p.d.f. 

of the product of independent exponentially distributed random variables 

and from such tables the p.d.i. for products of gamma! normal and Weibull 

randan variables can be quickly evaluated by simple transformations. 

I 
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lb« practical uatfulMM of th« rtralts described «bor« Is Halted by 

the fact that all the correapondlng dlatrlbutlons hanre infinite ranfea 

while the physical derloes to which our aathematlcal aodels are to be 

applied often have finite characteristics.    Thus, the problen arises to 

what extent the «ethods spplied in the «bore-quoted papers can be nodlfled 

to obtain aladlar results for randost rarlables having finite ranges and 

the first fsnlly of randon varlablea which suggests Itself and seoas to be 

tractable In this way la the family of Beta distributions with paraoetera f, 

fy I.e. the reodosi variables having p.d.f.: 

(5)     PC*Sfi'fJs   &'(!*>*) ^"C'-*)1" '»Xt/Oj />>f.1>'/s 

where   &Cht}) Is the Buler Integral of the first kind: 

(6)   HP.'» - f>-c'-xr'<x - ra^riv/mnfj. 

Notice that lb (3) both   /»   and <y  are assuosed to be not lees than unity; 

for   ft   or ^   less than 1 the p.d.f. would exhibit an Infinite Juap at 

XaO    or  ««.i   and the Inversion fonmla (2) would not be epplleeble. 

This Is not a serious limitation since those "UH and "Jn -shaped distributions 

are of negligible practical laportanee. 
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Springer and Thoopson [9] gave an explicit fonula for the product 

of tv independent Beta random variables of a special class i.e. of Beta 

variables with paweters /» ■a*/^ f ■ 1 defined by the p.d.f. 

(8) 
M f a*;*".0/*] '- &**; {**"** * i**i)(s**J~'t 

The Mellln transform of the p.d.f. of the product of t independent random 

variables of that kind is equal to 

(9) H [ 1KL*.*"''J/'J  *   t**0\i**j'K 

But the inverse Mellln transform of ( i •* * )   can be found in tables 

[see e.g. Bateman Manuscript [2], formula 7.1 (16)] so that 

, i**tsx*k - log *y *"'t 'vvT    if   ^xsi, 
do)  k^v^v«'. 

lo if  X»^ 

- 

(7j      fiix:mijij m (C(+IJX* otxi/jOOo, 

which they called "monomial" distributions; the rectangular distribution 

is a member of this class for   A ■ 0. 

In this particular case the application of the Mellin transform gives 

an inmedlate ansver.    Thus 
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There Is a wide-spread belief among working statisticians that the 

problem of the distribution of products of independent random variables 

Is not of a very great interest since "one can always find the distribution 

of > - log«, apply the theorems on the addition of independent random 

variables y^ ■ log x4 and then revert to the product of the x's." It 

happens so that in the above particular case this procedure works and the 

application of the Mellln transform (although very attractive) is not 

essential. Indeed, if we put >« log« then it follows from (7) that 

the distribution of y  given by the p.d.f. /t/y is the negative exponential 

distribution with parameter X  ■ oc+z : 

and it is well known that the sum of *v independent random variables of 

this kind i«» a gamma distribution with the shape parameter K  and the 

scale parameter **' so that 

Putting JC ■ exp (»/) we obtain 

which agrees with (10). However, this seems to be an exceptionally simple 

situation and in more general cases the passage through the distribution of 

the sum of logarithms does not make the problem any easier. 

I 

~*m ■si ■■ 
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2,    Probability deniity function of the product of Bat* variablea. 

2.1    Siaplification of the problaa 

Tha Mellin transform of (5) la equal to 

Denoting by   ^tU^^'tJ   the p.d.f. of the product of   n.   stich independent 

randcm variables we have, in vlev of (3): 

(12) 
*/• W-„/•] - r^'-o.r)^<iS>^-'i-rW 

€#'•» 

and (2) yields; r>v£y   i»    I{jC^tw-u/^W^iUs  ,       <'>i 

On substitution   * * If»-/   this becomes 

(13)   V' •*•> fl'f> ~   /* '"■ t '»z      i*,< «-'•* 

c ? o ^ 

the path of integration being still a line parallel to the imaginary axis 

and to the right of it since /->>!. But the above formula can be rewritten 

as 

which,  in view of (13) with  /» ■ 1    gives 

(n.)     Kt«;/-.,; -///-/^y^ 



■ 

?•«• 9 

This ehowa that it Is sufficient to evalunte the p.d.f. of the product of 

yt. random variables of a family of one-parameter Beta variables having 

/> ■ 1   and arbitrary   ^ ^ 1 ;    for f* > 1   the relevant p.d.f. are obtained 

by the above simple transformation.    In the subsequent two subsections we 

shall discuss the derivation of the p.d.f,/i*I¥//,£/separately for the 

case when   u^ is an integei* and the case when it is not an Integer. 

2.2   The case of an Integer fr 

From (12) we have 

(15)   "L( 
M[PKC*S MJ/*] = rKcsjr\i+,j /r\rsj. 

But with an Integer 9 , 

so that 

r-/ 

(16) M 

and the Inverse formula yields 

c*/^ 1" 

(17) 

L>0 

M^MM 
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The integrand in (17) hae   ^   poles of the   nth order for   X ■ ~J 

(Jm Ojtj .. .j f~/J end the integral can be evaluated by contour Integration 

yielding 

(18)    jKL*; i'tJ*] 
[0 tor    *>/* ; 

where 

(19)    *( 

is the residue of the integrand of (l?) at the    nth-order pole at  f ■ - *   . 

(For the details of contour Integration see Appx^para (a),  (b),  (c)]. 

Let us write    B ^k for the product of   U-/) factors   l\*kl%j 

(i.e the product in which the y th factor has been omitted) and similarly 

^l^^i   for the sum in which the    / th term has been omitted.    Denoting by 

{jrt*ythe function In the brackets In (19) we have 

9-'. 
-f ■7r(/-'    / "v 

(so)       £jl';* t'/l   c"^   ■ 

1 
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Before attempting to give a formula for arbitrary Integer   ^    let us 

dlecuii two elmple cases of ^ ■ 1   and ^ ■ 2.    For ^ • 1   we have to consider 

only one pole and Its residue.    Here (20) reduces to   (rtt*J  ■ *    , and (19) 

gives 

so that 

fan' loe^ 
»t-/ 

(a) iKL*;*'1!    { 0 

for     0<xLd-t 

for    i> L . 

Fran (lU) 

(22)      UL*'?'1) 

n-/ 
/     »   A-' - - , / - lo^*/ for   (? «. J«. t 1 ^ 

for   X^Lj 

which agrees with (10) /hen /» -ati. 

For ^ ■ 2 we have to consider two residues for y ■ 0 and / ■ 1 at the 

pole» Jm 0   and i=-l. Formula (20) yields 

while formula (19) gives / 

Applylnp, the Leihniz formula for the (•».-• )th derivative of the product we find 

^l7 •-/  ,      t     *''-* -IK***' 

K-M*'k'k/!i~\oß *., \-'/ 
■ t-k 

./ i 
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and 

Hence 

*-'i -* 
H-'-t 

v    *»» 

ti**.*/ 
/--/ 

(23) ^t^' -' - 

^ • i »i «A • * ' c"'/     lor v 

I 
for  x^i. . 

Thus, In the two cases y," I   and H ■ 2, an explicit formula for 

l>¥L*jJtfi has been given. For higher values of j,   the application of the 

Leibniz rule would lead to formulae which woula become more and more 

complicated and it is suggested to take adventbgp of the fact that the 

logarithmic derivatives of (20) can be easily obtained; once they are found 

the problem is solved since it is known how to obtain the >vth derivative 

of a function from its logarithmic derivatives. Indeed, If 

(210 A-o,  •• ^Xog^j and 

then 

(25) 

*»-v 7 
c*j. ZK[Mt),*0j,..,4O)J, 

where 

•x^A fiGr-*/  * 
*■') 

(26) 
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hare the sun le extended to all the partitions of number n,   such that 

0lun$it*H.^.*-^1%r^'  ; ^ denotes WiJ  and /f   the /'th derivative 

of /ty'Jwith respect to X . 

Clearly , 

(26a)       Z. = A ; 

(26b) Za.^ ^V/f'; 

(26c) ^ = /f-VWW; 

and further formulae can be derived recursively by applying 

(27)       Zyt+f  - AZK+Z*. 

(Cf. for example (7]). 

In our case »yiO  is given by (20) and 

(28)   OK (;(>)• -si *■-*■ j~ \of (>+!•■ 
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The logarithmic derivative of (20) is 

Since, according to (19) these derivatives are to be taken for   i ■ —'" 

we have TTKJ' -A, 

."' ~' *' ^"'.i-ij'""' 

and the final foraula for the p.d.f. of the product is-' 

where the arguments of the «i  -function are given by (29). 

Exanple.    In the case of a rectangular distribution /j ■ ^. « 1, 

all the derivatives of  4#f V   with respect to   ■*    vanishing.    Hence c^.,*** 

and   |Äi^ ^ */=L^/(-logx), which agrees with (21). 

Example,    In the case /J = 1,  ^ =» 2   It is easy to verify that 

»i-/ 

« 

' 

^. 
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&fl .rH 

G, It) ' ***'*• ,     Mi) ■ - 1<HU - nx" ,   Afa* nr/s'^H^ 

Subrtltutlng X ■ 0   In the firit line,    X • -1   In the lecond we heve 

Foraule (30) end (26») gives for   »v - 2: 

I 

end fomul* (30) end (26b) gives for  x ■ 3: 

(32) /V*; ^^ = v/c-l0«u-iAi -^/(-logx ^if-fi'jj; 

these results csn be verified by putting n» "j  H • J etc. In  Cy). 

2,3   The case vhen   y   is not an Integer, 

Prom (12) 

(33) Mfaixji.pi'J-rKjrfrHj/r^j 

end 

(3M :KC*, -L.+J     r LI*'' ''"' {.   : ran;*   *-    **   , 
c ?* 

Here the Integrand has an Infinity of poles of the  \ th-order at / ■ -/ 

( ' « 0,1,...)    and the Integral In (3^) can be evaluated by contour 

Integration yielding 
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fr%ivOjLKL*i*jJ)      for        0<x<J/ 

(35)   lk
l*;i'f,Ui 

[ Ö for      J< >/ i. , 

vbere 

,    ^n-' j r'tCläL u+j^l 
(36) *.L*;*'j) = &)' Tr-' l x r*(i**j       J "v 

Is the residue of the integrand of (3U) at the  nth-order pole at   /"«-/. 

(J'or the details of contour integration see Appx/paras (d) - (j)].    Clearly 

and for ^ ■ 0    the above Identity is still valid If we agree to interpret 

the "enpty" product   ^      as unity.    Hence 

Denoting by   oy^J the function in the brackets in (37) 

ve have h Izi ,     .   ,* 

log ^'iij   - -5log« -f  nlosr0*j+'J -MogT^-n-Z \o%(mS*k) 

(interpreting again the "empty" sin» ^- as zero to retain the validity 

of the above for y ■ 0.) 

The successive logarithmic derivatives of  ^ f f j are 



m 
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Ajit) «   -   log JK   ^ K fit+j+l) - K ^ft) - K Z v+W 

(38) <2o -     ^»("H~*rti">*vr'r!£. Wl~> I 
»her« »fO denotes the logtrlthmlo dorlTative of Pi) {the Euler "Psf-functlonj 

and   V*   ^J   its auccesslT« derlvatlvee. 

Coneequently j~i <**^r(J^ 

(39) *ii-}i'- i** **nv-ircr-jJ* "•ST*-"' I 

and toy the argument which has been applied In derivation of formula (30) 

ve have 

where the values to he put into ^K-/ -function are given by (39). 

The Infinite series (Uo) la absolutely convergent for 0 <*< 1. Indeed, 

the coefficient ^ ij^U-J    ?Lf'J)    is equal to the n. th power of 

^•" i. t. • • j (/•■ 0#1|...). For y-0,l,..v(^] there arefj^j*- 1 

positive values of Oj  ; let ^ be their maximum. For J > £%]+ 1, '-Zj- - 

Cj-lJ//'  < 1 »0 that Ifyl < 4. ,    Further, the valuea to be put into the 
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, ,-function are given by (39) and since a, it  not an Integer the aerlei 

expansions of f ^ valid for .y^,-/,-*,... can be applied to evaluate y If'j) 

(see e.g. (U fonnula (6.U.10)]. Thy3*li'Tl'jj/*r£h'^'i~HMH$jH^ 

This Is bounded from above by a constant Independent of j    and the sane 

applies to the remaining terms of ^   [see e.g. (l) formula (6.U.2)]. 

The terms of *h are not bounded, but, by a similar argument It can be shovn 

that they are of the order of O(logy ) for any fixed x> 0  [aee e.g. [l] 

formula (6.3.2) and the recurrence formula (6.3.6)]. Since the values 

(39) enter Into the Zh.t  -function as the nth powers at the most the series 

(UO) Is dominated by ZxJ{l0&/ J   multiplied by a constant and thl- still 

shows that It Is convergent for positive X smaller than 1. 

3. Probability distribution function of the product of Beta variables. 

General Remarks. 

3.1 Let the probability distribution function corresponding to the p.d.f. 

(5) be 

(Ul) 

In view of (U) and (ll) we have 

(1*2) 
nli- KI^MJ^} • *"r\h+*j rXuv/i^cwj^Lvl, 
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and the inversion formula (2) yields 

cum 

(U3) f-O^X^.fJ»   r*lN 

It is not poaaible to siapllfy the problem by reducing the discussion 

to the one-parameter   family of probability distribution functions in the 

way similar to that carried out in section 2.1 for the p.d.f.'s.    We have 

to investigate the two-parameter family of probability distribution functions 

(1*3) and we sh'JJL again discuss separately the cases of integer and non-Integer 

3.2   The case of integer fe. 

Since, for Integer <j,   , 

(U3) becomes 

The integrand has one single pole at j « 0   and   ^ poles of the n th order 

at J* ■-/-/» (/■ 0,1,...,^-/ ).    The integral can be evaluated by contour 

Integration by the method similar to that applied in the evaluation of 

integral (17)  (cf, Appx para k].    Since the residue at   J ■ 0 multiplied by 

P'j>*kfj/r1[NiB clearly equal to   1   we have 

I 
■ 
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for    0<x< I  t 

(1»5)     &*,(*'hfJm 

[ i for   *>/  y 

y&»T* RtiKi'^jj j   !• the residue of the integral appearing In (kit) at the »v 

order pole at s •-j-f* (y- 0,1,.,.,^-/): 

Retaining the notation Introduced In formula (20) we can write the 

function fcj l*An the brackets of (U6) as 

(U7)    (TJW * X  i    /I    ifn-i+k) 

■ 

Starting again with the discussion of two simple cases we have for £ ■ 1 

only one residue at y - 0. From (U?) (r^U) -A i and 

so that *■'   >, , .   i»" -n-i-f 
/ l-x.> 

*-' ^r 

The derivative of the above is equal to 

which agrees with (22), 
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For *, ■ 2 ve have to consider two residues for / ■ 0 and y ■ 1: 

Appvlng the Leibniz Formula for the ( n,-/ )th derivative v« obtain (tn-nt) 

Evaluating the ^bove at i ■-/• and i «TI»-/ respectively 

so that 

»«. «. 
(i»9)&v^7>,«J-L-0 (O^-w. 

The derivative of (U9) is equal to 

and Is equal to /!(•*-- P*1) 

in view of (23) and (lU). 

Again, as in aection 2.2, for higher values of «. the application of 

the Leibniz rule vould lead to complicated expressions and ve shall again 

evaluate the logarithmic derivative of (U7).    Hex« 

mmmmmmmammmm 
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■<;> 

log   Cj (x) -   _ jiogx    - logs - n /_   iogLt> + **kj 

and the logarithmic derivative of (U?) is 

(50)       4' (4rJ "  ~ loeJ: A*« 

while the higher derivatives are 

(51,  4"> = r-tW7 '    , kzo 

Since according to (U6) these derivatives are to be taken for S*-/-/* 

we have f~*. 
J+fi. :^ -' 7rUJ.i..: -K 

J ff' — O ~m. 

(52)     ^ rz-'V - --^ •« •* ^     ^ ti; J  ^y ' 

and the final formula for the probability distribution function of the 

product is given by 

(53) £*( 

~T 
where the arguments of -^^ - function are given by (52). 
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ExMple.    IT fs * I,  according to (53)» 

6n.(*:fi.V - fä ^Z..,/<--.«../.-V. *■•;...<~tj.'y-J. 

Th'e formula is,  for high values of K,  ,    more complicated than (U8) but 

it can be verified thet for   n,* 2,3 etc.,  it is equivalent to (**£). 

3.3   The case when  fy   la not an integer. 

Since    fr   is not an integer the integral (1*3) cannot be written in 

a simpler form as in the case of (UU).    The integrand of (U3) has a single 

pole at  S' 0, and an infinity of poles of the     -nth order at   X« "/**> 

( J ■ 0,1,...).    The integral in (1*3) can be evaluated by contour integration 

by a method similar to that applied in the evaluation of the integral of (3i*). 

(cf. Appx, para (k)].     Gince the residue at    j ■ 0     multiplied by f Ifl+tJ/f^PJ 

equals to   1   we ha-e oo 

(5U)   BKLtsft. + J*] 
I  £ tor    x^±, 

where 

is the residue of the integrand of ('♦3) at the K  th-order pole at    t^-fj 
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Clearly r{s*fi+j*/j /        ■    /jr , r' 

nr where aeAln an 'empty* product //t,#    should be Interpreted as unity.    Hence 

(56) * % nj) ' ~7y fa i^sTti^^J^»^/'' tf^'j]J^ ^ 

Denoting by vjl}) the function In brackets In (56) we obtain: 

(57)    Cj(tJ » X^'T (ttp+J+ijTT&i'i+kj' /r\fir%i-ij 

/-' 

r* The successive logarithmic derivatives of  bj C*J arc given by 

4*(tJ • -'ogx - J'/v- Kpfj +/i*J*,j -y^+tf+i+sj ~ ^ T.ip+iik-j'j 

and since (55) are to te taken at  i ■-/.-/   we have 

(5a)  4-L'fi-jy = - ij.:: * fifi+jj'* t */v' ■ ^tL%'jJ *Ktr,k'l'   ,    . 

and finally , r\fi*V J~    T X^irO^   i_  7   /"i*^'        /tn'^ 

(60) B^L^NiJ*  • '** 

where the arguments of  ->l.< -function are given by (5S). 

The convergence of the infinite series (60) follows from a similar 

argument as that applied in the case of the infinite series (^0). 
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U,    Dlatributtion of products of independent random variables having 

the same Beta distributions vith different scale parameters. 

The generalization of the above results to the case important in 

practical applications when  y ■   K,1^.»»* 2**.    and the p.d.f. of the 

6 th factor has the p.d.f. 

is immediate.    The p.d.f faCyj of such a product is equal to' 

(61)    frtrj * */**■     **- j** CWi-WJ fi't) 

and, consequently the probability distribution function is equal to. 

Indeed.since 

Mlfn'ihj = *'»[}(*)/*], 
we have 

'V 

which completes the proof of (6l) in view of the uniqueness property of the 

Mellin transform (cf. [3], p. 104, Th. 2). 
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Apporoix 

(1A) 

(a) The evaluation of the Integral (17) by contour integration leading 

to formula (18) is achieved In the following way: 

We define two close contours «c^  and *J A    • 

064. Is coqposed of the vertical sepwnt of the integration path of (17) 

between C-/4 and c + i'A-   and of a half-circle ^4. of radius 4 lying 

to the right of this segment and having this segment as its dismeter. 

Similarly 

«Cjf is ccoposed of the same vertical segment and a half-circle *4-   of 

radius ^ lying to the left of this segment and having this segment as 

CA) its diameter. Let also A "> ^ 

Contour M . «• Contour A' 

'i-M 
Figure 1. 

^4 \ 
\ 

•♦i A 

- 1 t-i ^ 

Figure 2. 

Since the integrand of (17) 

9-' 

ilk] 
fCD* **£$+*■) -H 
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(4A) 

(tA, 

(Ok) 

is analytic on the contours /^ and <6> and Its Interiors with the 

exception of <y   poles Inside the contour J/j    we have 

where AC*; n^J is the residue of fisj    at the pole S  ■ -/ (j-0,1,... f-' ), 

It remains only to prove that the Integral along the half-circle ^4 tends 

to zero when A   tends to Infinity In the case of x > 1 and that the Integral 

along the half-circle «a^  tends to zero when 4 tends to Infinity In 

the case of 0 < x < 1. 

(b) Let X ^. 1. Then      ,., 

But In view of    cos«^    being positive we have t 

and the product   7\       in (5A) Is dominated by A        ,    Hence 

/ /A/^i / *   'U^f^x'^AMf 

Since cos ^ > 0 for 0 <^ < 7* and  * ^ I ,     «i *   ^V «^2 . 

In view of (6A) the integral along the half-circle tends to zero when n   tends 

to infinity thus completing the proof of the second line of (16). 
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(7A) 

(GA) 

(e) Let 0 < x < 1. Then 

But ^      . .±A 

and this is greater than 

since c > 0 could be made less than unity, and it should be borne in 

Bind that we have assumed A'> ^ .    Hence the product in (7A) is dominated 

by theC/T-«^/  and r 

-A-tnf 

»A. 
The integral above can be written JX A-df and since cos f >0 

and ^ < X v^: 1 ysnows that the left-hand side of (8A) tends to zero 

when A- tends to infinity, thus completing the proof of the first line of (18). 

(tA) 

(d) The evaluation of the integral (3M by contour integration leading 

to formula (3^) proceeds in a similar way. Notice first that the integrand 

of (3U) 

/^ = 
-1 

>*■*)] 

is analytic with the exception of the infinity of poles for    5 ■ 0,-1,-2,... 
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Let X ^ 1«    Then on the contour <I^.   as defined above by (lA) ve have 

Sm k+t'r   with    u, > o    and 
I r(t)   i   \ri*±Ll lm ill. l!V±!J I 

But for complex J(see [1],formula 6.1.25) and   X^f 0,-1^-2.... 

(10A) lr(jjl* r(u.j TTf'+oittj*'} 

so that ••     / +.-£ that ••     t ■4-.-!i—„tx. 

by the same argument as that applied to the evaluation of (5A) and (6A) 

we see that, for X % If  the Integral of (9A) along the half-circle 

tends to zero when A  tends to Infinity thus completing the proof of the 

second line of (35). 

since with 9- > 1 all the factors of the lifinlte product above are smaller 

than unity; hence 

Wl     is' 
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{UK) 

(e) To prove the first line of (35) (for 0 <JC < 1) ve define a 

contour «C *.  slightly different from that defined by (2A)j it is shown 

in Fig. 3. Let 

£fi  be composed of the vertical segment of 

the integration path of (3*0 between C-^' 

and cfA'i ,  of two horizontal segments Joining 

in the i  -plane points ~A*4-i   with c-t ti 

and -A-ti     with C- H   and finally of the 

vertical segment Joining point-^-^"« with Figure 3 

~/t  t A"!    , To avoid the poles of function (9A) we chose a sequence of 

/^-values as 4- ■ "inland we are going to show that the Integral of 

(9A) along the path composed of segments marked (1) - (v) in Fig. 3 

tends to zero when /r tends to infinity assuming the values n"   m m+i , 

(f) In the integral along (v) the real part of 5 ■ k-<fi is 

positive and by (12A) the integral is dominated by 

/jAi^iK J^    czKrl i* ** **-Uj* 
i»J I 0 

which tends to zero when A"   tends to infinity; the same applies to the 

Integral along (l). 

(g) To show that the integrals along segments (il), (ill), (iv) where 

the real part of J is negative, have the same property notice that for any 

non-Integer 2 (cf. for example [l], formula 5.1.17); 
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ii4A) rtorO-tj * Jthcvi.) / 

ao that 

f(-*■ + *)  ' rfijjiK(**j 

and 

But in the integrals which we are going to evaluate the real part ot ~S 

is positive and we can apply (10A) which, in view of 9. > 1 yields 

It is known that if  z ■ K^/V then / 

for example [l], formula ^.3.59) 

c 
so   that 

Jin 2/ m [4*lh * J^frj     (cf# 

1 

Writing in the above — S for z.    we have 

(h) In the integral along (iii) J - -Atir  and in view of (15A) 

. 

j,. - .„. 

/ 
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Recalling th«t ^ - »H*i we have  //-MV^ , 1 and the Integrand above 

la not greater than unity; the Integral la dominated by 2* M     which 

tends to zero when n   tends to Infinity. 

(l) In the Integral along (iv) S» u~t A    and 

It*} -A 

In view of (15A) this is dominated by 

and this tends to zero when &  tends to Infinity; the same applies to 

the Integral along (11). 

(j) When A m '*i+ t  the contour Includes in its interior *n+ 1 poles 

of function (9A) and with r*i  tending to infinity the integral (3^) is equal to 

which is the Infinite convergent series (^O). 

(k) The evaluation of integral (UU) by contour integration proceeds 

In a similar way as that of integral (17) and of integral (U3) (in the case 

of  4, not being an integer) in a similar way as that applied in the 

evaluation of integral (3M. In fact the task is easier with the additional 

factor  J   appearing in the relevant integrals. 



Suimnary 

The important problem of finding the probability density function of 

the product of a number of independent identically distributed random 

variables was investigated by Springer and Thompson [81/  [9] who, by the 

application of the Mellin transform,  obtained the answer in the case of 

the normal and the Cauchy randan variables. Further discussion by the 

author of this report [7] has drawn attention to the fact that the results 

obtained by them are easily applicable to the cases of exponential,  ganma 

and Weibull distributions and that the probability distribution functions 

can be also obtained directly by the application of the Mellin transform 

without integrating the relevant formulae for the probability density 

functions. 

In the present paper it is shown how these methods can be applied 

to the study of beta random variables; this is of practical importance 

since most physical devices with which an engineer is dealing have finite 

characteristics and the results discussed in [8],  [9],  [7] were mainly 

concerned with randcn variables having infinite ranges. 
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